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Artifi cial Intelligence: What the 
Future Holds for Multilingual 
Authors and Editing Professionals

and eliminating English fl uency as a barrier to research 
dissemination.8

As managers at a company providing (100% human) 
academic editing services, we were interested in how the 
authors we work with, the majority of whom are multilingual, 
perceived the recent developments in AI and how their 
perceptions have evolved over the last year. Therefore, we 
ran 2 rounds of online surveys in early and late 2023, 6 and 12 
months after the public launch of ChatGPT 3.5, respectively. 

Here, we present data from these surveys and share 
insights into the evolution of attitudes toward AI use for 
writing and editing among primarily Chinese-speaking 
multilingual authors. Combining respondent data with 
insights from our experimentation with AI tools, we also 
present our views on what the future holds for multilingual 
authors as well as editing professionals.

 Survey and Respondent Details
A self-developed 16-question online survey, written in English, 
was conducted in May 2023 (T1) and November 2023 (T2). 
We invited authors, primarily multilingual and either current or 
prospective clients of AsiaEdit (an academic language solutions 
company offering editing and translation services with a focus 
on Chinese-speaking regions, including mainland China, Hong 
Kong, and Taiwan) to participate in the survey by email and 
social media posts. Participation was voluntary and anonymous. 

The surveys were completed by 245 respondents (T1, 
n = 84; T2, n = 161). Questions on the specifi cs of the use 
(non-use) of AI tools were only shown to respondents who 
reported they had (had not) used such tools (Figure 1). In 
return for their participation, the respondents were offered 
discount coupons redeemable for AsiaEdit services. The 
samples were not matched between the 2 survey rounds.

 Survey Results and Our Interpretation

 Awareness and Use of AI Tools for Writing 
and Editing
At both T1 and T2, awareness of AI tools for writing and 
editing (hereafter “AI tools” for brevity) was very high, 
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Observations and predictions based on two rounds of 
surveys among primarily Chinese-speaking researchers 
conducted in early and late 2023.

A Tumultuous 2 Years
The increasing availability of generative artifi cial intelligence 
(AI)-based tools such as ChatGPT for writing and editing, 
among other academic tasks, has prompted considerable 
debate among researchers, universities, publishers, journals, 
and other stakeholders over the boundaries separating the 
ethical and unethical use of such tools.

Some, such as the Science family of journals and the 
University of Hong Kong, initially imposed strict restrictions 
on the use of ChatGPT and other AI tools, both deeming the 
use of AI-generated text as plagiarism.1,2 These restrictions 
have since been relaxed,3-5 refl ecting a general movement 
in academia, both in education and research, from outright 
bans to embracing productive and ethical use. 

Authors for whom English is not a fi rst language (hereafter, 
multilingual authors) face greater barriers to publication than 
their native English-speaking counterparts.6,7 Multilingual 
authors have traditionally relied on editing or translation 
services to ensure their manuscripts meet journals’ 
requirements for high standards of English. However, not 
all can afford professional language services, and their use 
increases the costs associated with publishing. Generative 
AI tools can be a game-changer for multilingual researchers, 
bringing much-needed equity to academic publishing 
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with 94% and 96% of respondents reporting some level of 
awareness, respectively. 

Attitudes toward AI use in academic writing and editing 
have generally relaxed over the past year, with more 
respondents using and/or having a positive outlook toward 
such tools at T2. Specifi cally, over the 6-month period 
between the surveys, the percentage of respondents who 
had used AI-based tools for writing research manuscripts at 
least once increased substantially from 29% to 41%, with the 
corresponding percentage for editing research manuscripts 
increasing from 32% to 43%. These statistics are supported 
by respondents’ open-ended comments, with one stating, 
“In my research fi eld, I’ve found that AI is helpful for English 
grammar, choosing appropriate words, sentence expression, 
etc.”

We also asked all respondents whether they were aware 
of their colleagues and peers using AI tools. Consistent with 
the evidence of increased AI use among the respondents 
themselves, the T2 survey revealed increases of 7% and 11% 
in the use of AI by the respondents’ colleagues/peers for 
writing and editing, respectively.

Attitudes Among AI Users
The subset of respondents who reported AI use (T1, n = 22; 
T2, n = 66) were asked to provide more detailed information 

about the specifi c tools they used and for which tasks they 
used them (Figure 2).

In terms of the AI tools used, at T1, ChatGPT was the 
most popular, used by 73% of AI users in our sample, 
followed by Grammarly at 55%. At T2, the corresponding 
percentages were 85% and 62%, indicating the increasing 
popularity of ChatGPT. This is in contrast to the fi ndings of 
a survey of around 700 respondents across 82 countries by 
De Gruyter,9,10 which found that “Only [a] few scholars are 
using ChatGPT/GPT-4 regularly for their work.” However, 
our trend is more in line with a study of more than 6,000 
German university students, in which 49% of the sample 
reported using ChatGPT/GPT-4.11

At both T1 and T2, the top reported use cases for AI 
tools were grammar corrections/proofreading, rewriting, 
translation, and drafting abstracts/lay summaries. These 
dominant use cases are consistent with those reported in 
other surveys and studies. For example, the De Gruyter 
survey reported that “the most popular AI tools among 
scholars are focused on language support,”9 and the 
German study reported “text creation” and translation as 
top use cases across several research fi elds.11

Surprisingly, our results show that the use of AI for 
editing, proofreading, and rewriting tasks declined between 
T1 and T2, despite the overall increase in the use of AI. 
Perhaps authors are fi nding, similar to our own experience, 
that while AI can produce near-perfect text in terms of 
grammar and spelling, it can actually increase the overall 
workload because of the additional need for fact checking 
and verifi cation. 

Overall, AI tools appear to be supporting a niche in 
academia currently served by professionals such as editors 
and translators, or those with excellent language skills 
in a research or peer group. These fi ndings lend further 
credence to the claim, or hope, that AI tools could bring 
more equity to academia by partially reducing the cost and 
time of overcoming language barriers. “Very positive. They 
are equalizers,” quipped one respondent when asked about 
their AI outlook.

 Attitudes Among AI Non-users
Questions specifi c to the non-use of AI tools were shown 
only to respondents who did not report using AI tools for 
editing or writing.

Among this non-user segment, rather surprisingly, the 
percentage of respondents who planned to use AI-based 
tools for writing or editing in the future dropped from 
53% to 40% between May and December 2023. Given 
the statistics indicating increased AI adoption overall, this 
perhaps indicates that those who initially adopted a wait-
and-see approach had started using AI by the latter half 

Figure 1. Change in awareness and use of artifi cial intelligence (AI) 
tools for writing and editing from T1 (May 2023; n = 84) to T2 (November 
2023; n = 161).

Figure 2. Changes in artifi cial intelligence (AI) tool use cases reported 
at T1 (n = 22) and T2 (n = 66).
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of 2023 (“Not now – but not ‘never’”9), while those with a 
stronger objection to AI use appear to remain unswayed. 

While both survey rounds indicated (lack of) trust and 
(potential) ethical issues as the top broad reasons for AI 
non-use, again consistent with the De Gruyter survey,9,10 the 
specifi c reasons have evolved between the 2 rounds (see 
Figure 3). At T1, about 50% of AI non-users were concerned 
about unintended plagiarism arising from the use of 
generated content (52%), the lack of clear policies about AI 
use from journals and publishers (52%), and the inaccuracy 
of AI suggestions (48%). 

Concerns about inaccuracy (48% → 64%), plagiarism 
(52% → 61%), and lack of clarity from journals/publishers 
(52% → 50%) carried over into November, although the 
slight decrease in the latter suggests that journals and 
publishers may have started to provide clearer guidelines. 
Similarly, the guidelines and press releases issued by Hong 
Kong universities between May and November3,5,12-14 seem 
to have allayed a major concern raised by non-users at T1: 
“Research/publication ethics - Lack of clear policy about AI 
use from my institution/department” (44% → 27%). 

In the meantime, authors seem to have become much 
more aware of the potential privacy and data confi dentiality 
risks (36% → 52%), perhaps due to the fl urry of OpenAI data 
breach news reports released between the 2 rounds.15-17

Disclosure Beliefs
Both AI users and non-users were asked whether the use of 
AI for writing or editing needs to be mandatorily disclosed. 
In both rounds, nearly two-thirds of respondents urged 
disclosure for writing, while only half considered disclosures 
necessary for editing. Clearly, authors see writing and 
editing as distinct contributions to the publishing process, 
probably because writing is more closely associated with 
“original ideas” than editing. 

In contrast, journals, publishers, and professional 
associations who have produced guidelines on AI use 
and disclosure largely do not make this writing vs. editing
distinction. Several guidelines use all-encompassing terms, 
such as “using LLM tools” (Nature18) “usage of AI tools” 
(Council of Science Editors19), and “production of submitted 
work” (International Committee of Medical Journal Editors20), 
while others explicitly refer only to writing. NEJM AI21 is 
a positive outlier in that it analogizes AI use disclosure to 
disclosure of third-party copyediting services. It is possible 
that journals and publishers view copyediting—especially if 
done by the authors themselves using AI tools—as part of 
the writing process, whereas (multilingual) authors do not. 

Some open-ended responses further indicate that 
authors see the use of AI as akin to that of other software 
and tools used in research and publishing:

• “AI tools are just tools, similar to word processors and 
Google Scholar that authors are using extensively.”

• “It is here to stay. We need to embrace and fi nd ways 
for it to be universally accepted in both the teaching and 
research fi elds. It is a very powerful tool but only that!”

 What the Future Holds…
At T2, a larger proportion of respondents (11% increase) 
endorsed the statement that AI writing tools will become 
“an essential tool that all writers will use,” refl ecting the 
overall theme of increased adoption of and positive outlook 
toward AI tools. Moreover, when asked about respondents’ 
favorability toward a “hybrid” editing service, in which a 
human editor would review the output of an AI editing tool, 
resulting in lower editing fees and no compromise on quality 
or data security, 50% of respondents responded favorably in 
both surveys, with about 34% as yet undecided. 

Our opinion is that these results are driven primarily 
by potential cost savings for authors. “Human editing is 
fi nancially unviable for adjunct faculty, so an AI-Human hybrid 
may help,” commented a respondent at T2. Our internal 
business data also suggest that 50% of clients opt for the 
least expensive editing option (i.e., the slowest return option). 

Given everything discussed thus far, we expect the use 
of AI writing and editing tools to become increasingly 
normalized over the coming years, with the effectiveness and 
sophistication of the underlying technologies, legal clarity 
(e.g., on copyright), policy clarity (e.g., from publishers, 
journals, and universities), and authors’ willingness to use 
these tools all increasing. 

Therefore, we present writing- and editing-related 
recommendations for authors, publishers/journals, and 
editors—based on our survey data and a year’s worth of 
our own experimenting with AI tools—to help all involved 
prepare for what appears to be an inevitable AI-integrated 
future.

CONTINUED

Figure 3. Reasons for artifi cial intelligence (AI) non-use at T1 (n = 25) 
and T2 (n = 44).
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…For Authors
At present, we would not advise the use of AI tools for either 
writing or editing without a thorough review by a human 
before manuscript submission. We elaborate on this below, 
in our advice for editors, but it is important to emphasize 
to all users, and especially those with non-fl uent levels of 
English, that AI can sometimes produce serious errors that 
can be “hidden” within AI’s superfi cially accurate output.22

…For Publishers and Journals
While the current lack of clarity in the guidelines can affect 
authors of any linguistic background, including those for whom 
English is a primary language,23 it disproportionately affects 
multilingual authors because journals disproportionately ask 
that their manuscripts be copyedited for clarity, grammar, 
and style compliance before (re)submission.6

We recommend that guidelines on AI use disclosure 
must also explicitly refer to writing and editing as separate 
tasks. Another solution, proposed in a recent article24 by Avi 
Staiman, a leading voice on AI use in academia, is to clarify 
which routine AI-assisted tasks require disclosure and which 
do not. We are agnostic on whether AI-assisted copyediting 
needs to be disclosed, because currently not all journals 
or publishers require the disclosure of third-party human 
copyediting services, and not all authors choose to disclose 
their use of such services. 

 …For Research Copy Editors
We recommend that copy editors consider developing and 
offering a post-editing service to authors. In the translation 
industry, to post-edit is to “edit and correct machine 
translation output … to obtain a product comparable to 
a product obtained by human translation.”25 Post-editing 
has been reported to increase translator productivity, with 
the extent varying depending on factors such as linguist 
skill, machine translation output quality, familiarity with 
the tool, and expected fi nal output quality.26 As AI tools 
improve further, copy editors may be able to adopt a similar 
model, passing on the effi ciency gains to the clients by 
offering lower editing costs but offsetting income losses by 
appealing to a larger audience, who may have previously 
found 100% human services unaffordable. However, we 
strongly believe that author consent must lie at the heart 
of such services: editors must never use AI tools on author 
manuscripts without author consent, as also argued by 
Blackwell and Swenson-Wright.27 

We do not anticipate the availability of AI tools to 
eliminate the need for human copy editors, as both 
language skills and domain expertise remain essential to 
evaluate the grammatical and technical accuracy of the 
output. This view is also refl ected in what our respondents 

ranked as the most useful features of an AI editing tool in 
both survey rounds: “seeing revisions as tracked changes,” 
“explanations for changes made,” and “ability to submit to 
review by a human.” “Sometimes the outputs of AI tools 
are questionable. It is troublesome to verify the validity of 
the contents,” said one respondent, with another adding, 
“Human editing must still be the major and the last step to 
safeguard the quality and ethics of writing/editing.” 

We do caution those in the editing profession to look out 
for the U-shaped employment polarization that seems to be 
occurring in the translation industry: an increase in low-paid 
and high-paid roles but a decrease in mid-paid roles.28
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